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## Motivation \& Previous Work

In his paper ${ }^{[1]}$, Levenshtein analyzed the problem of reconstructing an uncoded sequence, transmitted through an adversarial channel that introduces $\boldsymbol{t}$ distinct errors of various types (i.e., substitutions, insertions, deletions).

Through a worst-case analysis, he provides the minimum number of noisy observations required at the transmitter to guarantee successful reconstruction per error type.

For the substitution case, his formulas are a result of calculating the members of the maximal error ball intersection (worst-case).


Fig.1: Levenhstein's work in a simple example
However, through his analysis, the average number of noisy observations required for successful reconstruction, remains unknown.

## System Setup

As the average-case analysis of the sequence reconstruction problem proves to be difficult, we relax Levenshtein's constraints in the following system setup:

Assume a transmitter $\boldsymbol{T}_{\boldsymbol{x}}$ that in interested in communicating to a receiver $\boldsymbol{R}_{\boldsymbol{x}}$ an uncoded binary message $\boldsymbol{u}$ of length $\boldsymbol{k}$, through an adversarial channel $\boldsymbol{C}$, that introduces exactly $\boldsymbol{t}$ substitution errors (i.e., bit flips), as seen below:


## Methodology

Unlike Levenshtein, we view this problem as a $(0,1)$ - matrix counting problem. We assume that the error pattern of each received sequence is available at $\boldsymbol{R}_{\boldsymbol{x}}$. Therefore, $\boldsymbol{R}_{\boldsymbol{x}}$ can construct a $(0,1)$-matrix of dimensions $\boldsymbol{N} \times \boldsymbol{k}$ with $\boldsymbol{N}$ rows containing the $N$ error patterns corresponding to the noisy received sequences.
Assuming that the reconstructor of choice is a majority-vote-decoder, we further restrict our matrix as seen in the following example:

## $\boldsymbol{k}$

$$
\boldsymbol{N}\left\{\left[\begin{array}{lllll}
1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 1
\end{array}\right]\right.
$$

We would like to impose on the matrix the following constraints:

$$
\begin{aligned}
& \square t_{H}(\text { row })=t \\
& w t_{H}(\text { col }) \leq\left[\frac{N-1}{2}\right]
\end{aligned}
$$

## Simulations \& Results

In general, counting the exact number of ( 0,1 )-matrices with specific row-sum and column-sum properties is a problem found and studied in the literature ${ }^{[2],[3]}$. However, allowing these sums to vary per column (or per row, or both), makes the problem hard and the exact count remains unknown.

Through this work, we want to count (or at least estimate) the subset of the total number $\boldsymbol{M}$ of ( 0,1 )-matrices of dimension $\boldsymbol{N} \times \boldsymbol{k}$ that fulfil our constraints, via sampling and recursive simulations.

The general upper bound of the targeted value to estimate, will be given by the adjusted Levenshtein formula:

$$
N_{\text {Lev }}=2\binom{k-1}{t-1}
$$

The total number $\boldsymbol{M}$ of $\boldsymbol{k} \times \boldsymbol{N}$ matrices given some fixed $\boldsymbol{k}, \boldsymbol{N}, \boldsymbol{t}$ is:

$$
M=\binom{\binom{k}{t}}{N} N!
$$

The lower bound of the estimation on the average number of views $N$ required for successful reconstruction (for small $\boldsymbol{k}, \boldsymbol{t}$ values):

$$
E_{m a j}=\sum_{N=1}^{N_{\text {Lev }}}\left(1-\frac{\widehat{G_{s i m}}}{M_{s i m}}\right)
$$

When ( $\boldsymbol{k}, \boldsymbol{t}$ ) is large, and sampling can no longer provide sharp estimates, one can still estimate a lower bound on $\boldsymbol{E}_{\boldsymbol{m a j}}$ via the following recursive formula:
$\boldsymbol{G}_{N}(\boldsymbol{k}, \boldsymbol{t}) \geq \boldsymbol{G}_{N}(\boldsymbol{k}-3, \boldsymbol{t})+\boldsymbol{G}_{N}(\boldsymbol{k}-3, \boldsymbol{t}-1) a_{N}$
Through this formula one can obtain a lower bound of the number of $(0,1)$-matrices that meet the defined constraints similarly to the sampling case.
Lastly, for the cases where $\boldsymbol{t}=\mathbf{1}$ and $t=\boldsymbol{k}-1$ we prove that

$$
E_{\text {maj }}=N_{\text {Lev }}=\mathbf{3}
$$

Future Work
$\square$ Detector-agnostic analysis / majority detector optimality

Tighten the obtained lower bounds
$\square$ New bounds on $\boldsymbol{E}_{\text {maj }}$ (potentially via covering codes)

Extension to other types of errors (?)

Extension to the $\boldsymbol{q}$-ary case (?)
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